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Abstract

This research is the first to examine the effects of moral versus practical pro-attitudinal advocacy in the context of self-persuasion. We validate a novel advocacy paradigm aimed at uncovering why moral advocacy leads to polarization and proselytization. We investigate four distinct possibilities: (1) expression of moral foundational values (harm, fairness, loyalty, authority, purity), (2) reliance on moral systems (deontology and consequentialism), (3) expression of moral outrage, (4) increased confidence in one's advocacy attempt. In Study 1 (N = 255) we find differences between moral and practical advocacy on the five moral foundations, deontology, and moral outrage. In Study 2 (N = 218) we replicate these differences, but find that only the expression of moral foundations is consequential in predicting attitude polarization. In Study 3 (N = 115) we replicate the effect of moral foundations on proselytization. Our findings suggest that practical compared to moral advocacy may attenuate polarization and proselytization. This carries implications for how advocacy can be re-framed in ways which minimize social conflict.
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Non-Technical Summary

Background

Society is becoming increasingly polarized, and conflict between groups holding opposing views is frequent. A potential source of this conflict is people frequently advocating for their opinions in terms of moral values, which tend to be perceived as universal and sacred. However, we do not know the specific consequences of moral advocacy, and how it can lead to negative outcomes (e.g. political polarization). We also do not know if there are other forms of advocacy which may attenuate these negative outcomes.

Why Was This Study Done?

In light of the currently fractured and polarized attitudinal landscape, in which advocacy is frequent, we sought to understand: (1) the consequences of moral advocacy on attitude polarization (attitudes becoming more extreme), and proselytization (people’s willingness to persuade others of their own opinion), (2) the specific kinds of moral values or moral content which lead to such negative outcomes, and (3) alternative ways in which advocacy might be encouraged (e.g. advocacy grounded in “practical” or economic arguments as opposed to moral arguments) to reduce the likelihood of such outcomes.

What Did the Researchers Do and Find?

We conducted an online survey in which 588 people were asked to write arguments for their position on migration and climate-change issues. People were randomly divided to advocate in moral or practical terms. We measured their attitudes pre and post-advocacy, and the confidence they placed in their advocacy attempt. We also calculated scores on the kinds of moral content expressed in their arguments, for example, the extent to which they expressed moral...
values such as harm, care, purity, and emotions such as anger and disgust. Our findings showed that moral (versus practical) advocacy leads to people’s attitudes becoming more extreme post-advocacy, and increased willingness to persuade others of one’s opinion. This was due to increased expression of moral values, as opposed to other types of moral content, such as emotions, or confidence in advocating.

What Do These Findings Mean?
Our findings suggest that re-framing advocacy away from moral values, and towards more “objective” practical arguments such as, economic consequences, leads to less polarization and proselytization. This means that by encouraging practical advocacy, we might be able to minimize social conflict, while simultaneously retaining our right to free speech.
mechanisms – moral value framing (individualizing and binding moral foundations), moral system framing (deontology vs consequentialist reasoning), emotional language use (moral outrage), and meta-cognitive confidence, which may account for polarization and proselytization.

The Problem With Moral Rhetoric

One potential source of political polarization is the introduction of moral rhetoric to justify attitudes. Extant research in moral psychology suggests that when an issue is construed as moral, it evokes moral emotions such as disgust or anger (Haidt, 2003; Tangney, Stuewig, & Mashek, 2007), and comes to be perceived as universal (Skitka, Bauman, & Sargis, 2005; van Bavel, Packer, Haas, & Cunningham, 2012) and beyond compromise (for a recent review see Rhee, Schein, & Bastian, 2019; Ryan, 2017; Skitka, 2010). Such changes in the construal of the moralized attitude affects interpersonal interaction, often causing individuals to try to distance themselves from alternative viewpoints (Frimer, Brandt, Melton, & Motyl, 2019; Wright, Cullum, & Schwab, 2008), and even perceive opinions on the relevant idea in question as more polarized (Anderson et al., 2014; Ryan, 2017), which can in turn lead to erosion of social trust (Rapp, 2016).

This work in moral psychology is consistent with work in standard persuasion (i.e. an external source delivering a persuasive message to a recipient; see Petty & Brinol, 2014 for a recent review), which suggests that moral framing increases polarization (Clifford, 2019; Clifford et al., 2015). For example, Clifford (2019) found that presenting participants with persuasive messages framed in moral terms (e.g. harm) led participants to state that they would be more upset if people close to them disagreed with their position on the issue.

In addition to polarization, research has also demonstrated that moral rhetoric is a strong motivator of proselytization. For example, in a study of articles published in six Chilean outlets, Valenzuela, Piña, and Ramírez (2017) found that news stories were more likely to be shared on social media when they were framed in moral terms, while they were less likely to be shared if framed in terms of economic consequences or conflict. Although morally framed issues are more likely to be shared among one's own ingroup, it has also been found that morally emotive rhetoric is less-likely to be shared without group members, leading to the formation of attitudinal "echo-chambers" (Brady et al., 2017).

Thus, while moral framing of attitudes may be particularly effective in disseminating an attitude among like-minded others, and even mobilizing in-group members to advance a group’s position (van Zomeren, 2013; van Zomeren, Postmes, & Spears, 2012; van Zomeren, Postmes, Spears, & Bettache, 2011) it can also be a roadblock to engagement in constructive discussion and compromise with those who hold opposing views.

Pro-Attitudinal Advocacy and Self-Persuasion

Despite research demonstrating the consequences of moral rhetoric on polarization and proselytization, less is understood about the mechanisms by which this occurs. To address this gap in understanding, we focus on the relationships between moral rhetoric, polarization, and proselytization, in the context of self-generated persuasion. Given that highly convicted attitudes tend to be difficult to change using standard persuasion (Krosnick & Petty, 1995), an alternative to standard persuasion that has been used over the last few decades (although not examined as frequently), is self-persuasion. While in standard persuasion the source and recipient are two separate entities, in self-persuasion, the message is generated and received by the same person (Briñol et al., 2012; Hovland, Janis, & Kelley, 1953; Wilson, 1990). Thus, while standard persuasion examines the consequences of an external persuasive message on a third-party recipient, self-persuasion examines the consequences of recipients gener-
ating persuasive messages themselves. This implies that when one advocates for one’s position on a topic (i.e. pro-attitudinal advocacy), one’s attitudes and communicative intentions may change due to self-persuasion. For example, one may become more polarized or entrenched in one’s opinion towards migration, after advocating for one’s position on this topic. We examine the mechanisms and consequences of moral versus practically-framed advocacy appeals in the context of pro-attitudinal advocacy, given its high ecological validity and prevalence in the current political climate.

To our knowledge, this is the first set of studies to explore the effects of moral versus practical advocacy in the context of self-persuasion occurring during pro-attitudinal advocacy. We sought to understand if a) people can self-persuade to take a more or less extreme position (polarize or depolarize) after advocating for their opinion, and b) even if attitudes do not change, how advocacy may inform subsequent communicative intentions, such as intentions to proselytize.

The second gap in the literature we aim to address is creating a specific advocacy paradigm (i.e. moral versus practical advocacy) that can be used in the context of self-persuasion to depolarize attitudes and reduce closed communicative intentions, such as intentions to proselytize. Previous research has shown effects of moral framing on attitude polarization, whereby moral framing leads to greater polarization and unwillingness to compromise (Clifford, 2019; Ryan, 2017). Although a growing body of literature now suggests that the use of moral language in rhetoric can lead to polarization, few studies have investigated methods of persuasion that may depolarize an already polarized attitude (see Feinberg & Willer, 2013 for an exception). Although many have proposed rational argumentation or non-moral framing as a potential solution to reducing polarization (Kovacheff, Schwartz, Inbar, & Feinberg, 2018), this is yet to be tested empirically in the context of advocacy. We suggest that one way to reduce polarization and encourage more open communication between ideological groups, is to change the way in which people communicate their own attitudes and beliefs. That is, we suggest that reframing one’s attitudes in “practical” as opposed to moral terms is less likely to lead to depolarization, and lower intentions to proselytize one’s attitudes.

**Proposed Alternative: Practical Reasoning**

Given the potential of moral rhetoric to stimulate social conflict, we explore an alternative method one can use to justify one’s attitudes. We term this alternative “practical” reasoning. This type of reasoning is based on economic consequences and cost-benefit analyses. It is commonly described by economic theory, whereby the best course of action is the one that allocates scarce resources to the option that “maximizes expected utility” (Kahneman & Tversky, 1979; Simon, 1979; Tversky & Kahneman, 1981). Compared to moral reasoning, practical reasoning is arguably a more withdrawn, less convicted and more “objective” or value-free way of expressing one’s attitudes.

The moral versus practical distinction is important, given that attitudes and arguments grounded in these two kinds of reasoning tend to yield different attitudinal outcomes (Leidner, Kardos, & Castano, 2018; Luttrell, Petty, Briñol, & Wagner, 2016; Luttrell, Phillip-Muller, & Petty, 2019; Wheeler & Laham, 2016). For example, research intersecting standard persuasion and political psychology, shows that presenting arguments grounded in moral values as opposed to those grounded in cost-benefit analyses are more effective in reducing support towards torture in the US (Leidner et al., 2018). Further, research in social psychology examining the consequences of attitude properties, shows that attitudes that are based on morality are more consequential in predicting behavior than those based on non-moral reasoning (Luttrell et al., 2016).
Morally framed messages and attitudes tend to be more persuasive, and likely lead to greater polarization and proselytization compared to non-moral attitudes, in the context of standard persuasion. We test whether this effect generalizes to the context of self-persuasion, and predict that the effect of moral advocacy is driven by the saliency of moral content contained in moral compared to non-moral messages. Unlike previous work examining the effects of attitude bases, or the effects of presenting moral versus non-moral messages, the focus of the current study is on moral versus practical message content generated by the advocate themselves during pro-attitudinal advocacy. To our knowledge, this is the first study contrasting these two types of message content in the context of self-persuasion. We predict that using moral arguments instead of practical arguments to justify one’s attitudes will lead to greater polarization and increased intentions to proselytize one’s attitudes, via four possible mechanisms: moral values (moral foundations), moral systems framing (deontology vs consequentialism), moral emotions (moral outrage), or confidence in one’s advocacy attempt (meta-cognitive confidence).

**Proposed Mechanisms**

People use a variety of frames and appeals to both justify and promote their attitudes. A relatively common way in which individuals express their attitudes is through the use of moral rhetoric – that is, framing attitudes in terms of moral values (Luttrell et al., 2019). Another way of expressing one’s attitudes is by relying on moral systems, that is, deontological reasoning (based on rules and principles) and consequentialist reasoning (based on outcomes or consequences; see Wheeler & Laham, 2016). Yet another possibility is relying on emotive language, specifically, “other-condemning” emotions such as anger and disgust, which signify moral outrage (see Haidt, 2003). Another possibility that does not capture the language of advocacy, but rather, the confidence placed on one’s advocacy attempt, is meta-cognitive confidence (see Petty & Brinol, 2015 for a review). We discuss each of these four possibilities in turn.

**Moral Foundations Theory**

Over the last two decades, the field of moral psychology has made substantial advances in the conceptualization and study of mechanisms underlying moral decision making and moral values (Greene, 2015; Haidt, 2007). A powerful driver of such advances has been the development of new theoretical frameworks which seek to define psychological domains that underlie morality-specific cognition and decision-making (Haidt, 2007). Perhaps the most prominent of these accounts has been Moral Foundations Theory (MFT; Haidt & Graham, 2007) which posits that there are five fundamental domains of moral values which represent innate sources of moral intuitions present in all individuals – namely, harm/care, fairness/reciprocity, ingroup/loyalty, authority/respect, and purity/sanctity. A key tenet of MFT is that, although these five domains of moral intuition are present in all individuals, there may be substantial differences between societies, and subgroups within societies, in the degree to which a given domain may be emphasized or elaborated upon (Graham, Haidt, & Nosek, 2009; Haidt & Graham, 2007; Koleva, Graham, Iyer, Ditto, & Haidt, 2012).

Moreover, MFT proposes that political liberals place greater emphasis on harm/care and fairness/reciprocity (collectively the individualizing foundations), while political conservatives place emphasis on ingroup/loyalty, authority/respect, and purity/sanctity foundations (the binding foundations) (Graham et al., 2009; Haidt & Graham, 2007). For simplicity, we refer to the combination of these two foundation clusters as “moral expressiveness”, which captures the extent to which one relies on both the individualizing and binding foundations to justify one’s attitude.
Within the context of moral psychology research, MFT approaches have demonstrated particular utility in explaining political, ideological and cultural divides (Graham et al., 2009; Haidt & Graham, 2007). For example, Koleva et al. (2012) found that the degree to which individuals endorse certain moral foundations were strongly predictive of their position on a number of highly polarizing political issues such as same-sex marriage, euthanasia, and cloning. Indeed, many of these positions were more strongly predicted by the level of endorsement of certain foundations (especially purity/sanctity) than by political orientation or religious belief.

The finding that highly polarized positions on political issues tend to coincide with strong endorsement of certain moral foundations raises the possibility that moral foundations endorsement may in fact be an underlying mechanism for polarization. Supporting this idea, Mooijman, Hoover, Lin, Ji, and Dehghani (2018) found that the frequency of moral foundations terms appearing in Tweets sent during the 2015 Baltimore protests (Yan & Ford, 2015) could predict both hourly police arrest numbers in the Baltimore area, and whether the following day was likely to feature a violent or peaceful protest. This suggests that exposure to rhetoric containing moral foundations language led to more extreme endorsement of a given position. In the context of self-persuasion, this also suggests that moral, compared to practical advocacy is likely to lead to greater attitude polarization, and increased willingness to proselytize one’s opinions, depending on the extent to which one relies on moral values to justify one’s position.

Deontology vs Consequentialism

Research has also found that people may strategically or intuitively appeal to different types of moral systems when seeking to justify their positions related to moral issues. For example, Piazza and Sousa (2014) suggest that people are more likely to rely on deontological appeals (duties, principles or rules about right or wrong behavior), than emotive (elicitation of emotional reactions) or consequentialist reasoning (outcomes, consequences, or effects) in making moral judgements. Further, using content-based analyses, Wheeler and Laham (2016) found that participants were more likely to appeal to consequentialist reasoning when asked to justify their position on issues relevant to the individualizing foundations than the binding foundations, for example. These findings suggest that moral advocacy is more likely to encourage advocates to use words related to deontology (and potentially consequentialism) compared to practical advocacy.

Moral Emotions

Another possibility that we consider, is that moral advocacy leads to increased polarization and proselytization via greater expression of moral emotions. While moral messages tend to be perceived as more emotional compared to practical messages, in general (Brady et al., 2017; Luttrell et al., 2019), we specifically consider emotions conveying moral outrage such as anger and disgust (Haidt, 2003; Salerno & Peter-Hagene, 2013). Moral outrage refers to emotions that are expressed in response to a perceived moral norm violation (Crockett, 2017; Haidt, 2003; Salerno & Peter-Hagene, 2013). Extant research suggests that people may be particularly motivated to share their expressions of moral outrage via gossip, shaming and punishment as a means of signaling their moral character to other ingroup members (Jordan, Hoffman, Bloom, & Rand, 2016), and reaffirming ingroup norms (Crockett, 2017).

Consistent with this notion, recent research conducted by Brady et al. (2017), found that posts on Twitter regarding a morally laden issue (e.g. same-sex marriage, gun control, climate-change) were more likely to be retweeted when they contained words expressing moral outrage. It was also found that this effect of moral-emotion words on increased sharing was amplified among networks of individuals who shared the same ideological position as the initial Tweet. Taken together, such findings suggest that receiving moral rhetoric containing expressions of
moral outrage may increase proselytization, and also increase polarization by promoting increased message sharing within ideological echo chambers.

**Meta-Cognitive Confidence**

A final possibility is that moral versus practical advocacy generates different levels of *meta-cognitive confidence*. Meta-cognitive confidence captures the confidence one places in one’s thoughts and judgements (see Wagner, Briñol, & Petty, 2012, for a review). For example, one may perceive one’s arguments to be strong or weak (Briñol et al., 2012), perceive oneself to have expended high or low effort in generating arguments (Briñol et al., 2012), or perceive oneself to be a knowledgeable or an unknowledgeable source on the topic (Ehret, Van Boven, & Sherman, 2018; Rios, Goldberg, & Totton, 2018). Meta-cognitive confidence is important because it has been shown to be a key driver of polarization not only in the context of self-persuasion more generally (see Clarkson, Tormala, & Leone, 2011; Clarkson, Valente, Leone, & Tormala, 2013), but more specifically during self-persuasion occurring as a result of pro-attitudinal advocacy. Specifically, increasing meta-cognitive confidence as indexed by perceived argument quality and effort, has been shown to lead to greater polarization following pro-attitudinal advocacy (Briñol et al., 2012).

Moreover, research from standard persuasion provides evidence for a “moral-matching” effect, such that, those who possess attitudes grounded in moral concerns are more likely to be persuaded by moral messages (Luttrell et al., 2019). This suggests that attitude basis may moderate the extent to which we observe polarization, due to match-induced processing fluency (Mayer & Tormala, 2010). That is, matching effects may increase the ease of message processing, increase meta-cognitive confidence and thus polarization post-advocacy.

Drawing on this literature, we hypothesize that asking one to advocate for one’s position using moral as opposed to practical concerns, likely leads to increased meta-cognitive confidence in one’s attempt. Given the emphasis placed on the universality and correctness on one’s own moral values, advocates are more likely to experience processing ease and fluency when justifying their position in moral terms. Moral values are highly sacralized and ingrained in our minds, and we use these as a basis to view the world (Kovacheff et al., 2018). People tend to think that their own moral values are both factual and universal (Tetlock, 2003), and thus may have difficulty understanding worldviews which deviate from one’s own (Feinberg & Willer, 2013, 2015). Therefore, justifying one’s position using moral reasons likely leads to increased meta-cognitive confidence, which may translate into attitude polarization, and/or greater willingness to persuade others of one’s own opinion.

**The Current Research**

The main aim of this research is to explore whether moral versus practical advocacy changes levels of moral language and advocacy-related confidence during pro-attitudinal advocacy related to two compelling socio-political issues: migration and climate-change. One possibility is that moral advocacy increases grounding in foundational moral values. Another is that moral advocacy increases grounding in broader moral frameworks (e.g., deontology vs. consequentialism). A third possibility is that moral advocacy increases emotional grounding, or expression of moral outrage. Yet another possibility is that moral advocacy simply increases confidence in one’s advocacy attempt. Thus, we have four possible accounts of the influence of moral advocacy on polarization, which we explicitly test using a new paradigm and text-based analysis.

In Study 1, we consider the extent to which moral versus practical advocacy influences (a) foundational value expression, (b) moral framework language, and (c) moral outrage. In Study 2, we consider the extent to which
these factors account for any effects of framing on polarization, by additionally examining the effects of metacognitive confidence. In Study 3, we extend our dependent variables to include communicative practices, such as, intentions to proselytize one’s opinions. Across the three studies, we seek to explore which of the four possible mechanisms likely accounts for the effects of moral advocacy on social division.

Study 1

Method

Participants and Design

Two-hundred and fifty-five US residents were recruited via Amazon Mechanical Turk ($M = 40.71$, $SD = 12.45$, female = 138). An a priori power analysis using G*Power 3.1 revealed that this sample size was sufficient to detect small-medium effects ($f = .20$) typically found in social psychology (Richard, Bond, & Stokes-Zoota, 2003), with 80% power in an ANCOVA (Condition: Moral vs Practical) including two covariates (initial stance, political orientation) (Faul, Erdfelder, Lang, & Buchner, 2007).

Materials and Procedure

Participants completed a survey online via Qualtrics (Qualtrics, 2016). Participants completed an attitude questionnaire assessing favorability towards various issues (e.g. carbon emissions, consumer behavior). Our issue of interest was one relating to migration (see the Supplementary Materials, Appendix A for detailed attitude issue description).

Initial stance — Participants were asked to indicate their attitude towards migration using the following item, “Compared to the number of migrants the government usually takes, how many migrants do you think the US government should take?” on a 7-point scale (1 = much fewer, 7 = a lot more, $M = 4.07$, $SD = 1.79$). Those who indicated scale-point 1-3 were classified as initial stance = Anti (coded -1; n = 77), 4 = Neutral (coded 0; n = 78) and 5-7 as initial stance = Pro (coded 1; n = 100).

Following initial attitude measurement, participants were randomly allocated to write advocacy appeals grounded in either moral ($n = 123$), or practical concerns ($n = 132$). The instructions for each appeal type can be found in the Supplementary Materials (Appendix B).

Demographics — Finally, participants were presented with a few demographic questions (age, gender, political orientation). Our primary measure of political orientation was a single 7-point Likert scale (1 = very liberal, 7 = very conservative; $M = 3.69$, $SD = 1.86$, adapted from Feinberg & Willer, 2015; van Leeuwen & Park, 2009). A secondary political orientation measure was party affiliation with four choice options (Republican party = 34%, Democratic party = 50%, Libertarian party = 4%, other = 12%).

Characterizing Moral Content

Traditionally, moral content analyses have often been facilitated by word frequency-based approaches such as the Moral Foundations Dictionary (MFD; Graham et al., 2009) which identifies a number of keywords that are representative of each of the five foundations. Using moral foundations theory as a criterion for the presence of moral content in text can be a particularly powerful tool, as it allows moral psychology research to be extended
into the study of freely generated text, which is common in online social-media platforms such as Twitter. Indeed, this method has been found to be highly effective in identifying moral content (Sagi & Dehghani, 2014a, 2014b), and also in predicting real-world moral behavior (e.g. Mooijman et al., 2018).

Thus, to measure the moral content of participants’ text responses, we used distributed dictionary representations (Garten et al., 2018) covering different kinds of moral content (described below) (see Garten, Boghrati, Hoover, Johnson, & Dehghani, 2016; Sagi & Dehghani, 2014a, 2014b, for more examples). Distributed dictionaries perform a similar function to the more commonly-used raw frequency-based content analysis approach implemented in LIWC (Tausczik & Pennebaker, 2010), in that they measure the presence of pre-defined semantic content domains in a set of texts. However, distributed dictionaries differ from LIWC analyses in that they do not rely on raw word counts (i.e., the presence of keywords in texts). Rather, they rely on the overall semantic similarity of texts to the provided keywords, providing an arguably more sensitive measure of semantic content. Specifically, distributed dictionaries measure semantic content using a vector space model, derived from a large training corpus, that represents words as points in multidimensional space, such that words with similar meanings (e.g., chair, seat) are closer together in that semantic space (i.e., have similar values on the model dimensions) by virtue of the fact that those words tend to occur in similar linguistic contexts in the training corpus. As in Garten et al. (2018), we operationalized semantic similarity as the cosine similarity (ranging from -1 to 1) of two vectors representing (1) a given participants’ text response, obtained by computing the average vector for all the words in the response, and (2) a dictionary, obtained by computing the average vector for all the words in a given dictionary category (e.g., the negative pole of the care foundation).

We created dictionary-based measures for three different kinds of moral content as follows. First, we measured semantic similarity of participants’ responses to each of the five moral foundations, using dictionaries from previous research, where the positive and negative poles of each moral foundation are represented by four keywords (e.g., the words suffer, cruel, hurt and harm representing the negative pole of the care foundation; Garten et al., 2018; Hoover, Johnson, Boghrati, Graham, & Dehghani, 2018). Second, we developed additional moral content dictionaries based on the research of Wheeler and Laham (2016), covering specific moral framings (consequentialist and deontological), and third, capturing the expression of three different moral emotions relating to moral outrage (contempt, anger, disgust). This served to test the kind of moral language which primarily drives the effects of moral versus practical advocacy on polarization and proselytization (see Supplementary Materials, Appendix C for more information on how the dictionaries were constructed).

**Indexing moral expressiveness** — Moral expressiveness was conceptualized using the two broad categories of the five moral foundations: individualizing and binding foundations. A composite score on the individualizing foundations was created by averaging across z-scores of the following dictionary categories: harm, care, fairness, and cheating. A composite score on the binding foundations was created by averaging across z-scores of loyalty, betrayal, authority, subversion, purity and degradation. The scores on these measures represent semantic similarity of the text to the concept, such that a score of 0 means average similarity to the concept, negative scores imply relative dissimilarity, and positive scores indicate greater similarity.
Results and Discussion

Differences Between Conditions

A principal components analysis was first conducted to determine if the three moral emotions theorized (anger, contempt, disgust) load onto one component (i.e. a moral outrage component). The analysis revealed that all three moral emotions loaded onto a single component explaining 87% of the variance. This component represents moral outrage (component loadings: anger = .90, contempt = .94, disgust = .96), such that higher scores reflect greater moral outrage following one’s advocacy attempt.

In order to assess differences between conditions on levels of moral outrage, moral expressiveness, and moral systems framing, a series of One-Way ANCOVAs were conducted with one between-subjects factor (Condition: Moral vs Practical) with initial stance and political orientation as covariates. Significant omnibus tests were followed by Bonferroni-corrected tests of multiple comparisons. Results revealed that our advocacy manipulation was successful - the moral and practical conditions significantly differed on most moral content tested (see Table 1 below). Almost all significant differences represent medium to very large effects according to classification of effect sizes ($\eta^2_p$ small = .01, medium = .06, large = .14; Cohen, 2013), indicating substantial differences in the language used across the two advocacy conditions. Correlations between all variables are included in Table 2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>IS</th>
<th>PO</th>
<th>MO</th>
<th>CONS</th>
<th>DNT</th>
<th>BIND</th>
<th>IND</th>
</tr>
</thead>
<tbody>
<tr>
<td>IND</td>
<td>-.03</td>
<td>-.14*</td>
<td>.52*</td>
<td>.35**</td>
<td>.80**</td>
<td>.87**</td>
<td>–</td>
</tr>
<tr>
<td>BND</td>
<td>.00</td>
<td>-.13*</td>
<td>.52**</td>
<td>.15*</td>
<td>.77**</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DNT</td>
<td>-.01</td>
<td>-.14*</td>
<td>.12*</td>
<td>.55**</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CONS</td>
<td>.04</td>
<td>.02</td>
<td>-.25**</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MO</td>
<td>.01</td>
<td>.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PO</td>
<td>-.41**</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IS</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Note. Shorthand notation: Individualizing foundations = IND; Binding foundations = BIND; Deontology = DNT; Consequentialism = CONS; Moral outrage = MO; Political orientation = PO, Initial stance = IS.

*p < .05. **p < .001. Two-tailed tests.
The results of Study 1 demonstrate that explicitly requesting advocates to frame pro-attitudinal advocacy in practical versus moral language changes the moral content of their appeal. Using a novel advocacy paradigm, we show that encouraging advocates to frame their appeal in moral versus practical terms increases the level of moral expressiveness, moral outrage, and deontological framing used to construct one’s appeal relating to migration attitudes. Despite differences in average levels of moral content, we do not know if these differences are consequential in predicting attitudes or communicative intentions post-advocacy.

We attempt to replicate our findings in Study 2 with a few key modifications: a) using a different controversial attitude issue (i.e. issue relating to climate-change), b) a different sample population (college students versus MTurk population), c) including measures of pre and post-advocacy attitudes to assess attitude polarization as a result of advocacy, and d) to examine which of the following mechanisms: moral expressiveness, moral systems framing, moral emotions, or meta-cognitive confidence drives attitude polarization.

**Study 2**

**Method**

**Participants and Design**

Two-hundred and fifty five psychology undergraduates from an Australian university were recruited in exchange for course credit ($M = 19.34$, $SD = 2.10$, female = 164, other = 3). While two-hundred participants would have been sufficient to detect small-medium effects ($f = .20$) with 80% power in an ANCOVA (Condition: Moral vs Practical) with two covariates (initial stance, political orientation), we oversampled to allow for potential exclusions. The sample size was also sufficient to detect small-medium effects ($r = .20$) in two-tailed correlational analyses with 80% power (Faul et al., 2007).

**Materials and Procedure**

Similar to Study 1 participants completed the study on Qualtrics (Qualtrics, 2016). Participants were first asked to indicate their Time 1 attitudes and attitude basis.

**Initial stance** — Participants were presented with information on a hypothetical carbon emissions policy which was modelled based on energy-saving recommendations in Australia (Department of Environment and Energy, 2018). Participants were asked how favorable they felt towards a policy specifying a maximum thermostat temperature of 20 degrees Celsius during winter on a 7-point Likert scale ($1 = \text{extremely unfavorable}$, $7 = \text{extremely favorable}$, $M = 4.18$, $SD = 1.79$; see Supplementary Materials, Appendix A for full description of attitude issue). Neutral participants (scale point = 4, $n = 37$) were excluded from the study, leaving a final sample of $N = 218$ (Anti = 97, Pro = 121). This is because attitude (de)polarization cannot be conceptualized and calculated clearly for those who do not indicate an initial preference (we elaborate on the calculation of attitude depolarization scores below).

**Attitude basis** — Two items were then used to assess the extent to which participants’ attitudes were based on moral and practical concerns (“To what extent is your attitude towards migration based on moral [practical] concerns?”, $1 = \text{not at all based}$, $7 = \text{very much based}$; adapted from Teeny & Petty, 2018; moral concerns $M = 4.33$, $SD = 1.74$; practical concerns $M = 5.21$, $SD = 1.49$). This was to see if the “moral-matching effect” found in standard
persuasion generalizes to the context of self-persuasion (although not a key hypothesis), whereby moral messages should be more persuasive for those whose attitudes are based on moral concerns (see Luttrel et al., 2019).

**Advocacy task** — Participants were randomly allocated to either moral (n = 108) or practical advocacy conditions (n = 110), and presented with the same instructions as Study 1 with minor re-wording to account for the new attitude issue.

**Thought-listing** — Participants listed up to eight thoughts they had in response to generating their arguments (taken from Clark, Wegener, Sawicki, Petty, & Briñol, 2013) before listing their post-advocacy attitude.

**Time 2 attitude** — Participants indicated their Time 2 attitude towards the carbon emissions policy (M = 4.46, SD = 1.82). Next, participants completed the following meta-cognitive measures related to their arguments in a randomized order: perceived effort, perceived argument quality and source credibility.

**Perceived effort** — Participants indicated how much effort they expended in generating their arguments on three 9-point scales, e.g. “How much energy did you put into generating your arguments?”, taken from (Briñol et al., 2012). Responses were averaged to create a composite measure of perceived effort (M = 5.58, SD = 1.41, Cronbach’s α = .84).

**Perceived argument quality** — Participants rated how strong they perceived they own arguments to be on three 9-point scales (e.g. “How strong are the arguments that you generated?”; adapted from Briñol et al., 2012). Responses were averaged to create a reliable composite score (M = 5.20, SD = 1.67, Cronbach’s α = .88).

**Self-perceived knowledgeability** — Participant knowledgeability on the carbon emissions issue was assessed using four 9-point scales (“How knowledgeable do you feel about energy policies?”, “How much information do you feel you have about energy policies?”, “To what extent do you feel you have expertise on energy policies?”, “To what extent do you feel you know the most relevant facts about energy policies?” where 1 = not at all, 9 = extremely; adapted from Rios et al., 2018). Responses were averaged to create a composite score (M = 3.49, SD = 1.66, Cronbach’s α = .92).

**Political orientation** — Finally, participants responded to a demographics questionnaire assessing political orientation on the continuous measure (M = 3.55, SD = 1.22), and the categorical measure (Australian Liberal party [equivalent to Republicans in the US] = 36%, Australian Labor party [equivalent to Democrats] = 24%, Greens = 22%, other = 18%).

**Results and Discussion**

**Differences Between Conditions**

Similar to Study 1, a principal components analysis revealed that all three moral emotions (anger, contempt, disgust) loaded onto a single moral outrage component explaining 93% of the variance (component loadings: anger = .97, contempt = .96, disgust = .96), such that higher scores reflect greater moral outrage following one’s advocacy attempt.

Next, we proceeded to examine any differences in meta-cognitions between the two conditions. As with previous research (see Briñol et al., 2012), the meta-cognitive variables tested (perceived effort, argument quality, and
source credibility) were moderately correlated (.32 < \( r < .50 \)) and thus we performed a principal components analysis to first determine the separability of these measures. The analysis revealed that all three variables loaded onto a single component explaining 62% of the variance. This component represents general *meta-cognitive confidence* in one’s advocacy attempt (component loadings: argument quality = .46, effort = .42, source credibility = .40), such that higher scores reflect greater meta-cognitive confidence in one’s advocacy attempt. Component scores (regression method) from the principal components analysis were subjected to an ANCOVA as above.

Similar to Study 1 between-subjects ANCOVAs (Condition: Moral vs Practical) were conducted with initial stance and political orientation as covariates. Replicating the results of Study 1, moral expressiveness significantly differed between the two conditions (see Table 3), indicating that our manipulation is generalizable across attitude issues and sample populations. Similar to Study 1, the two conditions also differed on other moral content, and also on moral outrage. Interestingly, meta-cognitive confidence did not vary between the two advocacy conditions. This suggests that meta-cognitive confidence is unlikely to drive between-condition differences on attitude polarization. Correlations between all variables are indicated in Table 4 below.

### Table 3

*Means and SEs for All Dictionary Scores as a Function of Condition (Moral Versus Practical), Controlling for Initial Stance and Political Orientation in Study 2*

<table>
<thead>
<tr>
<th>Moral foundation</th>
<th>Moral</th>
<th>SE</th>
<th>Practical</th>
<th>SE</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M )</td>
<td>Df</td>
<td>( df = 214 )</td>
<td>( \eta^2_p )</td>
<td></td>
</tr>
<tr>
<td>Individualizing</td>
<td>0.31</td>
<td>0.07</td>
<td>-0.23</td>
<td>0.07</td>
<td>29.40**</td>
</tr>
<tr>
<td>Binding</td>
<td>0.34</td>
<td>0.07</td>
<td>-0.25</td>
<td>0.07</td>
<td>38.36**</td>
</tr>
<tr>
<td>Deontology</td>
<td>0.23</td>
<td>0.09</td>
<td>-0.14</td>
<td>0.09</td>
<td>9.33*</td>
</tr>
<tr>
<td>Consequentialism</td>
<td>-0.01</td>
<td>0.09</td>
<td>0.07</td>
<td>0.09</td>
<td>0.40</td>
</tr>
<tr>
<td>Meta-cognitive confidence</td>
<td>0.01</td>
<td>0.10</td>
<td>-0.01</td>
<td>0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>Moral outrage</td>
<td>0.34</td>
<td>0.09</td>
<td>-0.33</td>
<td>0.09</td>
<td>28.31**</td>
</tr>
</tbody>
</table>

* \( p < .05 \). ** \( p < .001 \). Two-tailed tests.

### Table 4

*Pearson’s Correlations Between Continuous Variables in Study 2*

<table>
<thead>
<tr>
<th>Variable</th>
<th>POL</th>
<th>IS</th>
<th>PO</th>
<th>MO</th>
<th>MCC</th>
<th>CONS</th>
<th>DNT</th>
<th>BIND</th>
<th>IND</th>
</tr>
</thead>
<tbody>
<tr>
<td>IND</td>
<td>.12</td>
<td>-.11</td>
<td>-.01</td>
<td>.61**</td>
<td>.08</td>
<td>.61**</td>
<td>.86**</td>
<td>.88**</td>
<td>–</td>
</tr>
<tr>
<td>BIND</td>
<td>.17*</td>
<td>-.12</td>
<td>-.04</td>
<td>.45**</td>
<td>.11</td>
<td>.61**</td>
<td>.85**</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DNT</td>
<td>.16*</td>
<td>-.14*</td>
<td>-.09</td>
<td>.34**</td>
<td>.05</td>
<td>.76**</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CONS</td>
<td>.16*</td>
<td>-.02</td>
<td>-.14*</td>
<td>-.05</td>
<td>.06</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MCC</td>
<td>.12</td>
<td>.06</td>
<td>.00</td>
<td>.07</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MO</td>
<td>.03</td>
<td>-.13</td>
<td>.16*</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PO</td>
<td>-.14*</td>
<td>-.04</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IS</td>
<td>.25**</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>POL</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

* \( p < .05 \). ** \( p < .01 \). Two-tailed tests.

Note: Shorthand notation: Individualizing foundations = IND; Binding foundations = BIND; Deontology = DNT; Consequentialism = CONS; Meta-cognitive confidence = MCC; Moral outrage = MO; Political orientation = PO; Initial stance = IS; Polarization = POL.
Predictors of Attitude Polarization

Polarization scores for each participant were calculated by multiplying the direction of change (Time 2 attitude in the direction of Time 1 attitude = 1, Time 2 attitude in the opposition direction to Time 1 = -1, Time 1 and Time 2 attitudes unchanged = 0) by the number of scale points moved from Time 1 to Time 2 (maximum 6 scale points). Polarization scores were created based on seminal research investigating (de)polarization in self-persuasion paradigms (see Tesser & Leone, 1977). This method is advantageous compared to pre-post difference scores, because it takes into account both the direction and extremity of attitude change, and thus provides a more complete picture of attitude change which may occur following advocacy interventions. For example, someone who initially indicated slightly unfavorable towards the policy at Time 1 (scale point = 3), and indicated extremely unfavorable towards the policy at Time 2 (scale point = 1) would have a polarization score of +2 because they changed two scale points and became more extreme in their initial position (i.e. polarized). On the other hand, someone who indicated extremely unfavorable towards the policy at Time 1 (scale point = 1), and indicated slightly unfavorable towards the policy at Time 2 (scale point = 3), would have a polarization score of -2, because they changed by two scale points but became less extreme in their initial position (i.e. depolarized).

Interestingly, the two conditions (moral and practical) did not significantly differ on average polarization scores, t(216) = -1.41, p = .16. Despite the absence of a direct effect we tested the indirect effect following recommendations by previous researchers (O’Rourke & MacKinnon, 2018; Rucker, Preacher, Tormala, & Petty, 2011). In order to test our prediction that moral versus practical advocacy is consequential, we created four separate mediation models to test which of the following best accounts for variation in polarization: moral expressiveness, moral systems, moral emotions, or meta-cognitive confidence. Each model contained Condition as the independent variable, and two covariates: initial stance and political orientation.

To test the effects of moral expressiveness on polarization, we ran a mediation model using 5000 bootstrap samples and 95% confidence intervals (Hayes, 2013), with individualizing and binding foundation scores as simultaneous mediators. Results revealed a significant total indirect effect (IE) via both individualizing and binding foundations as indicated by partially standardized regression coefficients $^{11}$ (IE = .09, SE = .04, 95% CI [.02, .16]; see Figure 1 below).$^{12}$ Corroborating the regression analysis, the total indirect effect was mainly driven by the significant indirect effect via the binding foundations (IE = .14, SE = .07, 95% CI [.01, .27])$^{13}$. $^{14}$

Next, we tested the second proposed explanation for moral versus practical advocacy effects: moral systems framing (deontological and consequentialist reasoning). Results revealed no significant total indirect effect via both deontology and consequentialism on polarization, IE = .03, SE = .03, 95% CI [-.04, .06]. The indirect effects via deontology only IE = .03, SE = .03, 95% CI [-.02, .10] and consequentialism only were also not significant, IE = .00, SE = .01, 95% CI [-.03, .02]. We then tested the third proposed explanation for our effects: moral outrage. Despite between-condition differences in moral outrage, results revealed no significant indirect effect via moral outrage on polarization, IE = .02, SE = .03, 95% CI [-.04, .09]. Given that meta-cognitive confidence did not vary between conditions, we did not formally test this as a mechanism in a mediation model.

Taken together, the findings of Study 2 suggest that relying on moral as opposed to practical advocacy leads to increased attitude polarization via increased moral expressiveness only, and not other advocacy-relevant constructs, such as moral systems, moral outrage, or meta-cognitive confidence. Conversely, the findings suggest that using practical advocacy appeals attenuates attitude polarization by decreasing moral expressiveness.
In Study 3 we sought to explore other downstream consequences of moral versus practical appeals by a) extending our dependent variables to include intentions to proselytize, and b) testing our predictions on the original attitude issue and sample population.

Figure 1. Indirect effect of Condition (moral vs practical) on attitude polarization via both indices of moral expressiveness (coding: Moral = 1, Practical = -1).

Note. The standardized coefficient within brackets represents the total effect of Condition on attitude polarization with covariates included in the model, but without the mediators. The model controls for initial stance and political orientation but these are omitted from the diagram for clarity of presentation.

*p < .05. **p < .01.

Study 3

Method

Participants and Design

A hundred and sixty-five participants were recruited from Amazon Mechanical Turk (\(M = 35.19, SD = 10.62, \text{female} = 82\)). This sample size was sufficient to detect the smallest effect size found in Study 1 (equivalent to \(f = .30\)) in One-Way ANCOVA's including two groups (Moral vs Practical) and two covariates (initial stance and political orientation) with 80% power.

Materials and Procedure

Participants followed a similar procedure to Study 1, with a few exceptions detailed below. Participants were presented with the attitude issue in Study 1. They then indicated their attitude on the same 7-point scale: "Compared to the number of migrants the government usually takes, how many migrants do you think the US government should take?"; 1 = much fewer, 7 = a lot more; \(M = 4.27, SD = 1.79\). Those who were neutral were excluded from the study (\(n = 50\)) leaving a final sample of \(N = 115\) (Anti = 38, Pro = 77). Participants indicated the extent to which their attitude was based on moral concerns (\(M = 5.63, SD = 1.56\)), and practical concerns (\(M = 5.29, SD = 1.59\)).

Participants were then randomly allocated to advocate for their position on the issue in practical terms (\(n = 55\)) or moral terms (\(n = 60\)) using the same task instructions used in Study 1. Participants then completed a thought-
listing task prior to indicating their Time 2 attitude ($M = 4.33$, $SD = 2.24$). Next, participants completed the same meta-cognitive measures as in Study 2: perceived argument quality ($M = 7.12$, $SD = 1.64$, Cronbach’s $\alpha = .89$), perceived effort ($M = 7.99$, $SD = 1.11$, Cronbach’s $\alpha = .82$), and perceived source credibility ($M = 5.37$, $SD = 1.85$, Cronbach’s $\alpha = .93$). Participants then completed the following measures in a randomized fashion: intentions to persuade others, perception of audience persuadability.

**Intentions to persuade others** — Participant intentions to persuade others was assessed using five 9-point scales. Three items were taken from previous advocacy research (e.g. “How likely would you be to persuade your [family, friends, stranger] of your own position on this topic?”, taken from Cheatham and Tormala (2015); $M = 4.96$, $SD = 2.22$, Cronbach’s $\alpha = .87$). We added two more items to measure intentions to persuade the opposition, specifically (“How likely would you be to persuade someone who disagrees with your position on this topic?”; $M = 4.93$, $SD = 2.41$, Cronbach’s $\alpha = .90$).

**Perceptions of audience persuadability** — Participant’s perception of their advocacy appeal being effective in persuading others was assessed using a 7-point bipolar scale, “In relation to your own attitude toward the issue of migrant intake, to what extent do you think that the arguments you generated will change your target audience’s attitude?” (anchored at -3 = move as far away as possible from your possible, 0 = unpersuaded/retain original position, +3 = move as close as possible to your position). This was recoded into a unipolar scale (scale points 1 to 7; $M = 4.82$, $SD = 0.91$).

Finally, participants completed the continuous ($M = 3.50$, $SD = 1.95$) and categorical measures of political orientation (Republican party = 25%, Democratic party = 57%, Libertarian party = 4%, other = 14%).

**Results and Discussion**

**Differences Between Conditions**

Corroborating the results of Study 1 and Study 2, a principal components analysis revealed that all three moral emotions (anger, contempt, disgust) loaded onto a single component explaining 92% of the variance (component loadings: anger = .95, contempt = .94, disgust = .98). Similar to Study 2, a principal components analysis revealed that all three meta-cognitive variables (argument quality, effort, source credibility) loaded onto a single component explaining 57% of the variance (component loadings: argument quality = .92, effort = .40, source credibility = .85).

Again replicating our results in Study 1 and Study 2, the two conditions differed on moral expressiveness, such that the moral condition generated higher scores on the individualizing and the binding moral foundations compared to the practical condition, controlling for initial stance and political orientation (see Table 5). Interestingly, unlike in Study 2, moral outrage did not differ between the moral and practical conditions, while unlike in Study 2, meta-cognitive confidence significantly differed between the two advocacy conditions. Corroborating the results of Study 1 and Study 2, the two conditions varied on deontology, but not on consequentialism, although this difference remains small across all studies. Correlations between all variables can be found in Table 6 below.
Table 5
Means and SEs for All Dictionary Scores as a Function of Condition (Moral Versus Practical), Controlling for Initial Stance and Political Orientation in Study 3

<table>
<thead>
<tr>
<th>Moral foundation</th>
<th>Moral M</th>
<th>SE</th>
<th>Practical M</th>
<th>SE</th>
<th>F (df = 111)</th>
<th>( \eta^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individualizing</td>
<td>0.31</td>
<td>0.08</td>
<td>-0.28</td>
<td>0.08</td>
<td>27.56**</td>
<td>.20</td>
</tr>
<tr>
<td>Binding</td>
<td>0.43</td>
<td>0.09</td>
<td>-0.50</td>
<td>0.09</td>
<td>56.47**</td>
<td>.34</td>
</tr>
<tr>
<td>Deontology</td>
<td>0.17</td>
<td>0.13</td>
<td>-0.23</td>
<td>0.12</td>
<td>5.64*</td>
<td>.05</td>
</tr>
<tr>
<td>Consequentialism</td>
<td>-0.12</td>
<td>0.17</td>
<td>0.17</td>
<td>0.13</td>
<td>2.50</td>
<td>.02</td>
</tr>
<tr>
<td>Meta-cognitive confidence</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.21</td>
<td>0.13</td>
<td>4.59*</td>
<td>.04</td>
</tr>
<tr>
<td>Moral outrage</td>
<td>0.01</td>
<td>0.13</td>
<td>-0.01</td>
<td>0.13</td>
<td>0.00</td>
<td>.00</td>
</tr>
</tbody>
</table>

*p < .05. **p < .001. Two-tailed tests.

Table 6
Pearson's Correlations Between Continuous Variables in Study 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>PRO</th>
<th>POL</th>
<th>IS</th>
<th>PO</th>
<th>MO</th>
<th>MCC</th>
<th>CONS</th>
<th>DNT</th>
<th>BIND</th>
<th>IND</th>
</tr>
</thead>
<tbody>
<tr>
<td>IND</td>
<td>.32**</td>
<td>.04</td>
<td>.06</td>
<td>.15</td>
<td>-0.0</td>
<td>.20*</td>
<td>.48**</td>
<td>.71***</td>
<td>.77***</td>
<td>-</td>
</tr>
<tr>
<td>BIND</td>
<td>.31**</td>
<td>.01</td>
<td>.02</td>
<td>.11</td>
<td>-0.03</td>
<td>.19*</td>
<td>.28**</td>
<td>.68**</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>DNT</td>
<td>.34**</td>
<td>.08</td>
<td>-.19*</td>
<td>.32**</td>
<td>-.16</td>
<td>.21*</td>
<td>.59**</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CONS</td>
<td>.20*</td>
<td>.17</td>
<td>-.08</td>
<td>.17</td>
<td>-.12</td>
<td>.00</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>.49**</td>
<td>.11</td>
<td>-.14</td>
<td>.18*</td>
<td>.07</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>.03</td>
<td>.08</td>
<td>-.24*</td>
<td>-.15</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO</td>
<td>.09</td>
<td>.26**</td>
<td>-.59**</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS</td>
<td>.06</td>
<td>.06</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POL</td>
<td>.10</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRO</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Shorthand notation: Individualizing foundations = IND; Binding foundations = BIND; Deontology = DNT; Consequentialism = CONS; Meta-cognitive confidence = MCC; Moral outrage = MO; Political orientation = PO; Initial stance = IS; Polarization = POL; Proselytization = PRO.

*p < .05. **p < .001. Two-tailed tests.

Note, unlike in Study 1, although an overall regression model containing moral expressiveness, condition, initial stance, and political orientation was significant, \( R^2 = .13, F(5, 109) = 3.35, p = .007 \), neither of the moral expressiveness indices predicted polarization (individualizing: \( \beta = -.02, p = .87 \); binding: \( \beta = -.05, p = .75 \)). We consider explanations for this null effect in the general discussion.

Predictors of Proselytization

We now turn to our primary dependent variable in Study 3: proselytization intentions. Given a) the conceptual similarity between intentions to persuade others, and perceptions of audience persuadability, and b) our desire to create a more parsimonious measure of intentions to proselytize, we conducted a principal components analysis to determine if these items were indeed tapping into one construct. The analysis revealed a single component explaining 74% of the variance (.76 < component loadings < .93). Component scores (regression method) were used in the analyses that follow. This component collectively represents the desire to persuade others of one's...
position, and captures the belief that others will be persuaded (hereafter, known as proselytization intentions). The two advocacy conditions significantly differed on average proselytization scores, $t(113) = -2.15, p = .03$, such that those in the moral condition were more likely to express intentions to proselytize their opinions ($M = 0.19, SD = 1.06$), compared to the practical advocacy condition ($M = -0.21, SD = 0.90$).

In order to test our prediction that advocacy condition indirectly influences intentions to proselytize via moral expressiveness, we conducted a mediation analysis on Process (Hayes, 2013) using 5000 bootstrap samples and 95% confidence intervals. Results revealed that the total indirect effect via both binding and individualizing foundations (combined effect) was significant, $IE = .16, SE = .07, 95\% CI [.03, .30]$; see Figure 2. The individual indirect effects via individualizing foundations only, $IE = .07, SE = .07, 95\% CI [-.06, .21]$ and the binding foundations only were not significant, $IE = .08, SE = .09, 95\% CI [-.10, .28]$.

In terms of the moral systems account, results revealed no significant total indirect effect via both deontology and consequentialism on proselytization, $IE = .05, SE = .04, 95\% CI [-.03, .14]$. The indirect effect via deontology only was marginally significant, $IE = .06, SE = .03, 95\% CI [.01, .13]$ while the indirect effect via consequentialism only was not significant, $IE = -.01, SE = .02, 95\% CI [-.05, .03]$. We did not test moral outrage as an explanation, given the absence of between-condition differences. Finally, corroborating condition-level differences in meta-cognitive confidence, there was a marginally significant indirect mediation via meta-cognitive confidence on proselytization, $IE = .09, SE = .05, 95\% CI [.01, .19]$.

Taken together, the results of Study 3 suggest that moral advocacy may increase proselytization either via moral expressiveness, deontological framing, or meta-cognitive confidence, and not via consequentialism, or moral outrage. Across all three studies, moral expressiveness tends to emerge as the most reliable mediator of the effects of moral advocacy on polarization and proselytization.

### Mini Meta-Analysis

A post-hoc "mini meta-analysis" was conducted across Study 2 and Study 3 following recommendations by Goh, Hall, and Rosenthal (2016), to examine the relationships between each of the two foundation clusters and polar-
ization. Given the similarity in study design, two fixed (versus random) effect meta-analyses were conducted. The first mini meta-analysis was to assess the correlation between the individualizing foundations and polarization (Study 2 $r = .12$; Study 3 $r = .04$) and the second was to assess the correlation between binding foundations and polarization (Study 2 $r = .17$; Study 3 $r = .01$). Correlations were transformed to Fisher’s $z$, weighted by sample size (Study 2 $N = 218$; Study 3 $N = 115$, weight formula = $N – 3$), and then converted back to correlations for ease of interpretation.

Consistent with the results of the mediation analyses, the relationship between the binding foundations and polarization was significant, overall, Mean $r = .12$, 95% CI [0.01, 0.22], while the relationship between the individualizing foundations and polarization was not, Mean $r = .09$, 95% CI [-0.02, 0.20].

**General Discussion**

Across three studies, we successfully validated a novel advocacy paradigm (moral versus practical advocacy), aimed at understanding how moral language and confidence in advocacy influence post-advocacy attitudes and communicative intentions. While research in standard persuasion suggests that moral framing increases polarization and proselytization, little work has considered why this occurs. Thus, the current research examined the mechanisms through which moral rhetoric may change one’s attitudes or communicative intentions following pro-attitudinal advocacy. We tested four possible mechanisms – moral expressiveness (reliance on the five moral foundations), moral systems framing (reliance on deontology vs consequentialist reasoning), increased emotional language use (moral outrage), and confidence in one’s advocacy attempt (meta-cognitive confidence). The findings suggest that moral expressiveness is the key mechanism through which morally-framed advocacy attempts lead to polarization and proselytization. In particular, the binding foundations appears to account for the relationship between advocacy condition and polarization across both studies.

To our knowledge, this is the first study to examine the self-persuasive effects of moral versus practical messages in the context of pro-attitudinal advocacy. Our findings support previous work showing that moral rhetoric is persuasive, leads to increased proselytization, decreases willingness to compromise (Clifford, 2019; Ryan, 2017; Valenzuela et al., 2017), leads to the formation of echo chambers (Brady et al., 2017), and even leads to blatant discrimination against those holding opposing views (Pew Research Center, 2016). Our findings suggest a potential alternative to reduce polarization and proselytization: advocacy grounded in practical reasoning. We show that advocacy appeals grounded in practical argumentation leads to lower levels of moral expressiveness (as captured by both individualizing and binding moral foundations), and thus less polarization and lower intentions to proselytize.

In Study 1, we show that the practical advocacy condition generates lower levels of moral expressiveness, on average, compared to the moral condition. The practical condition also generates terms which are less semantically similar to words related to deontology, and moral outrage. In Study 2, we show that only the difference in moral expressiveness is consequential for polarization, such that, the practical condition is less likely to polarize post-advocacy, via lower levels of moral expressiveness. In Study 3, we additionally show that moral expressiveness has implications for behavioral intentions, such as, intentions to proselytize one’s opinions. Importantly, those in the practical condition were less likely to proselytize, via lower levels of moral expressiveness. Overall, the findings suggest that using practical compared moral arguments during pro-attitudinal advocacy may lead to more open communicative practices between opposing groups. Further, although previous work in standard persuasion
demonstrates effects of moral values, moral systems, and emotions, in the context of self-generated persuasion (see Briñol et al., 2012; Hovland et al., 1953; Wilson, 1990), we show that the expression of moral foundations, specially, the binding foundations, is most likely to predict polarization and proselytization post-advocacy.

**Moral Psychology Theory in Self-Persuasion Research**

**Construct Distinctiveness**

Although the current research treated the different moral theories (e.g. moral expressiveness and moral systems) as separate candidate explanations for our effects, the results suggest potential overlap both within and between distinct theoretical frameworks. For example, we found high correlations between the individualizing and binding moral foundations (moral expressiveness) and also between deontology and consequentialism (moral systems). In addition, we found high correlations between deontology and both moral foundations, suggesting some overlap between the different frameworks as well. This suggests that moral psychology theory may manifest differently in naturalistic expressions of moral language, compared to moral judgement tasks.

In contrast to the current work, the limited previous research using text-analysis to explore themes in moral justifications, shows no correlation between deontology and consequentialism, for example (Wheeler & Laham, 2016). This difference may be attributed to differences in linguistic processes used to justify responses to moral vignettes (which are encountered less often in daily life), compared to justifying attitudes towards controversial issues such as migration and climate-change, which is more likely to occur during conversation. Alternatively, using raw word counts as opposed to a semantic similarity dictionary method may produce differing results, given that the latter is more sensitive to moral content.

On the hand, corroborating the high correlations observed in the current work, some previous research has shown moderate correlations between particular individualizing and binding foundations (e.g. \( r = .40 \) between care and loyalty on a climate change issue; see Jansson & Dorrepaal, 2015). In addition, other work theorizing that harm encapsulates all the various moral foundational content (see Schein & Gray, 2015, 2018 for reviews), shows high correlations between theoretically distinct moral foundations (e.g. \( r = .60 \) between harm and loyalty; see Schein & Gray, 2015). However, the theoretical rationale for treating the individualizing and binding foundations as separate in the current research is justified given the suite of independent research evidencing the two-factor model of moral foundational content (see Davies, Sibley, & Liu, 2014; Graham et al., 2011; Nilsson & Erlandsson, 2015; Silver & Silver, 2017; van Leeuwen & Park, 2009). Whether an underlying harm foundation encapsulates all moral foundational content is beyond the scope of the current research. Nevertheless, more research is required in the context of self-persuasion to fully understand the implications of moral psychology theory in the context of self-persuasion. This is imperative, given that to our knowledge, the current research is the first to use the dictionary method to explore moral content in the context of pro-attitudinal advocacy.

**Importance of the Binding Moral Foundations**

Essays created by researchers in standard persuasion typically contain harm related appeals (Luttrell et al., 2019), and appeals to harm are the most common in the real-world (Clifford & Jerit, 2013). Although harm has been proposed to be the most crucial moral foundation (Schein & Gray, 2018), our studies suggest an alternative possibility. Specifically, it appears that the individualizing foundations (containing harm, care, fairness) are less important in driving polarization and in the context of self-persuasion. Rather, advocacy condition exerted indirect effects on polarization primarily via the binding moral foundations (loyalty, authority, purity).
This suggests that targeting the binding foundations may be more effective in reducing polarization during pro-attitudinal advocacy. This notion is supported by previous work in moral reframing, which shows that presenting messages grounded in the binding foundations were more effective in changing attitudes towards recycling, than presenting messages grounded in individualizing/harm foundations (Feinberg & Willer, 2013). The authors suggest that this is because most pro-environmental messages are already framed in terms of the harm/care foundations; people already possess well-established opinions on whether something is harmful and so are unlikely to change opinions when presented with evidence in-line with harm foundations. It is possible that the binding foundations are more effective in producing depolarization because they represent less considered reasons for one’s position on an issue. Indeed previous work in self-persuasion shows that people are more likely to depolarize when presented with novel arguments in support of the opposition, as opposed to traditional arguments (Burnstein & Vinokur, 1977). Note, however, that the unique effect of the binding foundations did not replicate in accounting for the effect of condition on proselytization. Future research may more fully investigate effects of the moral foundations in self-persuasion contexts.

### Null Effects of Political Orientation?

Interestingly, we do not find any moderation by political orientation. Previous work in moral reframing (standard persuasion) consistently shows that liberals are more persuaded when presented with messages containing individualizing foundations, while conservatives are more persuaded by those containing the binding foundations (Feinberg & Willer, 2013, 2015; Voelkel & Feinberg, 2018). However, in the current study, we did not find a) political orientation to predict average levels of moral expressiveness (liberals did not generate higher levels of individualizing foundation terms, and vice versa for conservatives), and b) political orientation to moderate the link between moral expressiveness and polarization (liberals did not polarize more when they expressed greater levels of individualizing foundation terms, and vice versa for conservatives).

Although previous work in standard persuasion suggests “fundamental moral differences separating liberals and conservatives” (Voelkel & Feinberg, 2018) we do not find these differences in the context of self-generated persuasion, suggesting differences in standard versus self-persuasive processes. Indeed, recent work has shown that liberals and conservatives rely on similar moral foundations in making moral judgements of influential figures, suggesting that differences between political partisans may be exaggerated in moral foundational theory (Frimer, Biesanz, Walker, & MacKinlay, 2013). It is possible that political orientation plays a greater role during standard persuasion, but its effects are attenuated in the context of self-generated persuasion, whereby the content of the message generated is more important than demographic characteristics.

However, it is important to note that political orientation significantly correlated with particular moral content in the current research, although these effects were not consistent between and studies, nor large enough to moderate the effects of content on polarization or proselytization. For example, political orientation significantly negatively correlated with both moral foundations and deontology in Study 1, suggesting a link between conservatism and a lower tendency to express content related to these two moral domains. To consider another example, political orientation significantly positively correlated with moral outrage in Study 2, suggesting a link between conservatism and expression of moral outrage. These findings suggest that political orientation may play a more subtle role in the context of self-persuasion, compared to standard persuasion, and presents a interesting direction of research which is yet to be explored in the context of advocacy.
Potential differences between standard and self-persuasive processes is further highlighted by the lack of “moral matching” effects in the current study. Previous work shows that presenting counter-attitudinal moral messages (compared to practical messages) tend to be more effective in persuading those who have a moral attitude basis (see Luttrell et al., 2019). However, this effect does not occur in the current research, again suggesting that demographic characteristics and attitude properties as less important in the context of self-generated persuasion, compared to characteristics of the message itself, such as, moral expressiveness. Future research is required to affirm this claim.

In sum, we show that practical reframing of advocacy appeals may depolarize attitudes and decrease proselytization via self-persuasion. Our findings suggest that moral reframing and moral matching effects may be less effective in reducing close mindedness in the context of pro-attitudinal advocacy. Importantly, the difficulties encountered with encouraging collaboration between liberals and conservatives (Brandt, Reyna, Chambers, Crawford, & Wetherell, 2014) may be combated by encouraging advocacy grounded in practical as opposed to moral reasoning, regardless of one’s initial stance or political orientation. These findings carry implications for re-designing online discussion forums (e.g. Reddit), and informing policy recommendations around important socio-political issues such as migration and climate change.

Limitations and Future Directions

Failure to Replicate Polarization-Moral Expressiveness Link

A limitation of the current research is that the indirect effect of advocacy type (moral vs practical) on attitude polarization via moral expressiveness failed to replicate in Study 3. One possibility is that the effect of moral expressiveness on polarization was detected in Study 2 but not in Study 3 due to a smaller sample size. The post-hoc mini meta-analysis revealed that the relationship between the binding foundations and polarization was significant overall, while the relationship between the individualizing foundations and polarization was not. Although the relationship between moral advocacy and polarization can be explained by the expression of binding moral values, this is less clear in explaining the effects of advocacy on proselytization, as neither foundation type predicted proselytization on their own. Future work is required to disentangle the effects of advocacy on the various dependent variables using larger samples from diverse populations.

Another explanation for the diluted effect of polarization in Study 3, is differences in the type of attitude issue tested, as issues vary in their controversy and propensity to evoke emotional reactions (Reeves, Yeykelis, & Cummings, 2016). It is likely that the issue tested in Study 3 (migration) is more affectively-laden and more morally convicted compared to the issue tested in Study 2 (carbon emissions policy, relatively unfamiliar issue). Indeed, a post-hoc t-test shows that attitudes towards migration in Study 3 were on average, significantly more based on moral concerns, compared to attitudes towards the carbon emissions policy ($p < .001$, Cohen's $d = 0.78$ medium effect size). This suggests that attitudes towards migration may be more morally ingrained compared to issues related to climate-change (at least in the sample tested), making them more difficult to shift (Krosnick & Petty, 1995).

This is congruent with early research in self-persuasion, showing that depolarization of attitudes tends to be difficult to achieve, in general, (Tesser, 1978), and even more so for attitudes which are highly morally convicted (e.g. capital punishment; Vinokur & Burnstein, 1978). Nevertheless, even on a highly convicted issue, we were able to observe shifts in proselytization following our manipulation, which is quite promising. Encouraging the use of practical reasoning compared to moral reasoning resulted in lower intentions to proselytize, via lower levels of
moral expressiveness, even if attitudes did not change. Future research may examine other downstream consequences of practical versus moral advocacy on communicative intentions such as, willingness to interact with those holding opposing views.

Lack of “Control” Condition

It may be argued that the lack of a true control condition limits the inferences which can be drawn about the self-persuasive effects of advocacy on the outcome variables (depolarization and proselytization). The primary aim of this research was to consider differences specifically between moral and practical advocacy, as opposed to deviation from a control (for similar study designs in pro-attitudinal advocacy which employ two or more experimental conditions without a control condition, see Briñol et al., 2012; Gordijn et al., 2001). Nevertheless, given the lack of a control condition, our inferences are limited to the effects of moral compared to practical advocacy only. Future research may replicate this research with a control condition, in order to more fully draw out the implications of different types of pro-attitudinal advocacy. Further, future research may also investigate whether the effects of moral versus practical advocacy are limited to self-persuasion only, or whether they may apply to standard persuasion as well (i.e. when arguments are presented to participants rather than written by them). We believe that this is a useful direction of research opened up by the current work.

Inability to Draw Causal Inferences

We note that the correlations observed in the current work do not provide strong evidence for causal mediation. This is an inherent limitation of using cross-sectional mediation analysis as a test of causal process (see Kline, 2015). Although we find that advocacy indirectly predicts polarization and proselytization via moral expressiveness, future research is required to demonstrate causal links between these variables. Similar to current work, even though past research typically manipulates an advocacy context, it tends to investigate the relationships between dependent variables in a correlational manner (see Briñol et al., 2012, for work on pro-attitudinal advocacy and meta-cognitive confidence). Future work manipulating the mediator (e.g. manipulating individualizing and binding foundation levels) is required to establish moral expressiveness as the key driver of our effects. Nevertheless, this research highlights important initial evidence that moral expressiveness is associated with polarization and proselytization, specifically in the context of pro-attitudinal advocacy.

Conclusions

We find evidence that moral advocacy may lead to increased social division, via greater expression of moral foundations content, compared to other types of moral content, such as deontology, or moral emotions. We provide evidence for a novel pro-attitudinal advocacy manipulation, i.e. practical advocacy, which may promote depolarization and reduce proselytization via self-persuasion. Our findings suggest that encouraging advocates to generate practical reasons for their attitude leads to less polarization and lower intentions to proselytize one’s attitude. The findings provide evidence for a novel and effective method of encouraging free speech, while simultaneously minimizing social conflict.

It is important to note that moral discourse, especially about charged political topics, may have its own value in promoting social cohesion and enabling corrective action, depending on the context. For example, recent research finds that moral language is more persuasive than economic language (i.e. monetary arguments) to influence company management on important social issues faced by employees (Mayer, Ong, Sonenshein, & Ashford, 2019). That is, presenting arguments framed in moral terms as opposed to economic terms is more effective in
mobilizing decision-makers on social issues such as employee health, gender equality, and wage policies. Thus, while practical self-persuasion may be a path to greater harmony, the inverse may also be true: moral arguments may mobilize society in ways that could be practically important. That is, there may be contexts in which each outcome (harmony vs. mobilization) is desirable. Future research may more fully examine the potential of both moral and practical advocacy to bridge ideological divides, by enabling open communication between fragmented social groups.

Notes

i) Dictionaries were constructed using the embeddingtools package for R (Crone, 2018), using a pre-trained GloVe model (glove.42B.300d; Pennington, Socher, & Manning, 2014), limiting the model vocabulary to the 250,000 most frequently occurring words.

ii) We conducted a few additional analyses to test if our effects were driven by demographic characteristics, such as, political orientation. A linear regression containing initial stance, political orientation, Condition, and the individualizing (binding) foundations as independent variables revealed that political orientation was not a significant predictor of binding (individualizing) foundations (β = -.04, p = .31; β = -.02, p = .46). Given previous work on moral reframing in the standard persuasion literature, we might have expected political orientation to predict moral expressiveness, such that increased political conservativeness predicts increased expression of the binding foundations, while increased liberalism predicts greater expression of the individualizing foundations. However, this was not the case in the context of self-persuasion. There was also no difference in foundation scores between those who endorsed the different political parties, as captured by our secondary measure of political orientation.

iii) Partially standardized regression coefficient is the default measurement unit in PROCESS, and controls for all variables in the mediation, but does not completely remove variation incurred by the covariates, thus taking into account natural variation in the outcome variable due to confounders (Schielzeth, 2010).

iv) The total indirect effect of condition on polarization via moral expressiveness was significant in a mediation model without the covariates, IE = .14, SE = .06, 95% CI [.03, .27]. Again, the effect appears to be driven primarily by the binding foundations, IE = .15, SE = .09, 95% CI [.00, .34].

v) Post-hoc moderated mediation analyses on PROCESS (Hayes, 2013) using models 7 and 14 revealed that unlike previous work on moral framing, political orientation was not a significant moderator of the relationship between Condition and moral expressiveness or the relationship between moral expressiveness and polarization. Similarly, unlike previous work on moral matching effects, perceived moral attitude basis did not moderate the relationship between Condition and moral expressiveness or the relationship between moral expressiveness and polarization. Thus, the findings of Study 1 suggest that between-condition differences in polarization is driven by moral expressiveness, and not by other characteristics, such as political orientation, or attitude basis.

vi) One might argue whether this effect is robust controlling for other potential mediators, such as moral outrage and deontology, which also significantly differed between advocacy conditions. Thus, we conducted a secondary simultaneous mediation analysis with the individualizing foundations, binding foundations, deontology and moral outrage as mediators, and political orientation and initial stance as covariates. Results revealed that the binding foundations continued to significantly predict polarization on its own, even after accounting for all other mediators, IE = .32, SE = .13, 95% CI [.11, .62].

vii) The total indirect effect of condition on proselytization via moral expressiveness was significant in a mediation model without the covariates as well, IE = .16, SE = .07, 95% CI [.04, .30].
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